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Chapter 1: Introduction 

 Infrasound covers the acoustic frequency spectrum below ~20 Hz. Because of long 

wavelengths, infrasonic waves in the atmosphere can travel over vast distances (~1000 km) 

with relatively small attenuation. Properties of infrasound signals such as absorption, 

dispersion, and direction of propagation contain information on both acoustic wave 

generation mechanisms and the propagation medium. On Earth, they have been studied 

extensively in the context of quantifying the various sources of infrasound such as bolide 

impacts and/or airbursts, lightning, strong storms, tornados, volcanos, earthquakes, ordnance 

explosions and nuclear testing (Walker 2010). Furthermore, they are considered as a potential 

tool for assessing the thermodynamics of the stratosphere and lower-thermosphere by 

studying arrivals from temperature inversion layers (de Groot-Hedlin et al. 2010). 

 The present study addresses infrasound in the atmosphere of Mars. Potential uses of 

infrasound measurements in the Martian atmosphere include locating and quantifying bolide 

impacts, monitoring subsurface activity, and studying the dynamics of dust storms and dust 

devils. Thus, infrasonic sensing would complement the array of instruments needed for a 

projected manned mission to the planet.  

 Infrasound measurements are hampered by noise, the most prevalent of which is that 

generated by wind blowing in the vicinity of the sensor (Walker 2010). The exact 

mechanisms of wind-generated infrasonic noise are still being investigated. Nevertheless, 

theoretical, computational, and experimental efforts point to an explanation of wind noise as 

turbulence interactions causing pressure fluctuations in the same frequency range as – albeit 
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incoherent with – the actual infrasonic signals arriving from a remote source. Thus, the 

justification of this study is the unavoidable infrasonic wind noise produced by turbulence in 

the Martian environment. Once these contributions are known/predicted, they can simply be 

subtracted from the spectrum of the received “raw” signal, leaving the pure infrasonic signal. 

This work could serve as preliminary framework to guide the development of future 

infrasonic sensors for the Martian environment. Turbulent wind noise is examined within the 

Martian planetary boundary layer (PBL) only. This is where turbulent eddies that are the 

sources of this noise are primarily located. There is no hard definition as to where a planet’s 

boundary layer ends. Boundary layers begin at the surface, and they are generally defined as 

ending at the first temperature inversion in the atmosphere. For Mars, the planetary boundary 

layer is defined as the lowest 1 to 10 kilometers of its atmosphere (Petrosyan 2011). Inside 

the PBL, the thermal balance is determined by heat released from the surface in the presence 

of turbulent eddies formed from convective mixing. Often, studies break the boundary layer 

down even further into multiple sections such as the surface layer, the mixed layer, and the 

entrainment zone (Petrosyan 2011). The surface layer is defined by 𝑧/ℎ ≤ 0.1, where 𝑧 is the 

upward vertical coordinate examined and ℎ is the height of the boundary layer. Located 

above the surface layer is the bulk or mixed layer formed by a sharp increase in potential 

temperature Δ𝜃 toward the free atmosphere. The entrainment zone pulls air downward from 

the free atmosphere above as mixing from below rapidly decays (Petrosyan 2011). This 

entrainment mechanism generates eddies of sizes that are large enough not to be dissipated 

by viscosity. This turbulent mixing arises from the combined effect of two main processes: 

the first process involves the buoyancy force from an upward moving heat flux released by 

the planet’s surface while the second process is a shearing effect from vertical wind velocity 
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gradients in opposing horizontal directions. These two sources of turbulent generation are 

often at odds with one another as to which plays the major role in eddy formation. One way 

to observe these sources and how turbulence is generated from them is through use of the 

dimensionless Richardson number (Ri), representing the ratio of buoyancy to shear effects. 

The buoyancy term is represented by temperature gradients through the Brunt-Väisälä 

frequency (N) while the shear effects are presented through average vertical gradients of the 

wind speed. The Brunt- Väisälä frequency is defined as  

 

𝑁 = √𝑔β
𝜕𝜃

𝜕𝑧
 . 

 

where 𝑔 is the acceleration due to gravity, 𝛽 is the thermal expansion coefficient, and 
𝜕𝜃

𝜕𝑧
 is 

the vertical gradient of the ambient potential temperature, which represents the degree of 

convective stability in the layer being examined. The mean vertical shear of the horizontal 

flow (𝑆) is defined as the velocity gradient with respect to height above surface 

 

𝑆 ≡
𝜕𝑉

𝜕𝑧
 .                                                                       (1) 

 

Squaring the ratio of these two terms yields the Richardson number (Petrosyan 2011), 

 

𝑅𝑖 =
(𝑔𝛽

𝜕𝜃
𝜕𝑧

)

(
𝜕𝑉
𝜕𝑧

)
2  . 
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The Ri number describes the rippling by shear and the smoothing by convective stability of 

the sheared layer. Small or negative values of Ri, correspond to weakly stable or unstable 

atmosphere and/or large velocity gradients; in these conditions turbulence is very likely 

through either of the two processes. Large or positive values of Ri, associated with higher 

stability and/or weak gradients, indicate intermittent turbulence. Turbulence often appears 

when the Richardson number falls below 0.25 (McIlveen 1992). For more stable conditions 

the only significant source of turbulence is that from the shear processes.  

As for turbulence, no fixed definition exists. Instead, there are only general ways in 

which it is described. Panofsky and Dutton (Panofsky and Dutton 1984, p.5) describes 

turbulence in the following way: 

1. The fluid velocity is chaotic and apparently random function of both space and time. 

2. The flow is strongly rotational and three-dimensional, with gradients occurring in all 

directions. 

3. Nonlinearity is essential to turbulence and responsible for energy being distributed 

smoothly with wavelength. 

4. Gradients are created in the turbulent flow by the stretching of vortices, a process that 

moves kinetic energy to smaller wavelengths. 

5. Turbulent flows are diffusive and intermittent. 

 Studies of turbulent flow involve a statistical treatment of fluctuating velocity 

gradients and shear stresses that describe the motion of these eddies. The velocity gradients 

can be inferred experimentally from direct measurements of the velocity fields using hot-wire 

or ultrasonic anemometers or, indirectly by detecting the fluctuating pressure (i.e. using 

microphones). The vortices or eddies are often viewed conceptually as three-dimensional 

swirling spheres of varying sizes. As these eddies interact, they break down in size. They lose 

kinetic energy in the process as the velocity gradients decrease in magnitude. This cascading 

process continues until eddies are small enough (on the order of molecular sizes) to dissipate 
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completely due to viscosity. The heat released from this dissipation process affects the 

surface temperature of the planet. 

 

 
Figure 1.1. Energy contained within eddies as a function of wave number. 

 Figure 1.1 shows a typical spectrum of turbulence. Most of the turbulent energy is 

carried by the larger eddies, corresponding to the lowest wavenumbers (frequency) and 

forming the so-called “energy-containing range”. Mid-sized eddies make up the “inertial sub-

range” while the smallest eddies, losing energy by molecular viscosity, form the “dissipation 

sub-range”, associated with high frequencies. In this study, large eddies will be on the scale 

of Mars’ boundary layer i.e. 1 to 10 kilometers, medium sized eddies will range from 1 meter 

up to 1 kilometer, and small eddies will consist of all sizes below 1 meter in diameter. A 

clever rhyme for describing this cascading process was created by English scientist Lewis 
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Richardson. The Richardson Numbers, relating turbulence and convective stability, are used 

to describe many atmospheric processes (Monin and Yaglom 1971). His rhyme reads: 

Big whorls have little whorls, 

Which feed on their velocity; 

And little whorls have lesser whorls, 

And so on to viscosity 

(in the molecular sense). 

 The following study focuses on use of porous hemispherical dome filters. They are 2 

meters in height and used to filter measured wind noise. After passing through the filter, 

theoretical pressure contributions will be plotted as a function of frequency within the 

infrasonic range. The idea for this research spawned from a report by Noble et al. (2014). In 

the report, researchers studied the effects of using dome filters to filter measured wind noise 

at infrasonic frequencies on Earth. Filters currently being used are mainly comprised of 

rosette and linear pipe array filters (Walker 2010). While these kinds of geometries have 

proven quite efficient on Earth, the problems associated with deploying and maintaining 

them in the Martian environment overcomes their operational benefits. Specifically, the 

problems with these filters are size, mobility, and set-up. Rosettes can range upwards of 70 

meters in diameter leading to no mobility and requiring careful set-up. A linear pipe array, 

sometimes referred to as a Daniels filter, can range up to 600 meters in length and must be 

placed so that the open face is normal to the received sound wave for optimal performance 

(Walker 2010). Better space travel options are needed in lieu of current filters used on Earth. 

The dome filters could be constructed of lightweight material that would make them easily 

compactable, transportable, and effortlessly deployable. A simple example of this would be 

that of a “pop-up” tent surrounding the microphone, which could be designed to be 

autonomously deployable. These factors are all crucial for space travel and deployment on 
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another planet. The use of this filter will mitigate the magnitude and amount of pressure 

fluctuations read by a sensor located at ground level in the center of the dome. The filter will 

do this by homogenizing the flow inside its walls. The porosity of the dome will be varied 

throughout the analysis by 30%, 40%, 55%, 65%, and 80%. This percent represents the 

amount of open space of the material formed into the shape of our dome. The larger the 

porosity, the more flow allowed through the walls of the dome. In order to predict the net 

pressure power spectrum that would be measured at the center of the dome, the study will be 

divided into three regions, following the framework of Abbott and Raspet (2015) and Noble 

et al. (2014). Region 1 lies within the dome and away from any small boundary layer that 

forms along the wall of the dome. Region 2 describes interactions at the surface of the dome 

wall. Region 3 consists of the entire outside of the dome filter so that large scale eddies are 

mostly unaffected by the presence of the dome. The three regions are shown schematically in 

Figure 1.2. 

 

 

Figure 1.2. Visual representation of the three regions of turbulence interactions. 
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 For predicting wind noise due to turbulence, we must first identify what physical 

mechanisms create these pressure fluctuations. During this process we acknowledge three 

different types of physical interactions that take part over the three regions of study.  

 The first type of interaction is one where turbulent eddies are distorted by the ambient 

wind velocity gradient. This mechanism is called “turbulence-mean-shear” interaction. This 

type of interaction dominates the energy containing sub-range denoted in Figure 1.1 (George 

1984).  

 The second type of interaction is one in which turbulent eddies interact with each 

other. In this type of interaction, turbulent eddies can combine to become larger, pass through 

one another, or cause a dissipation of large eddies into smaller ones. This mechanism is 

termed “turbulence-turbulence” interaction and dominates the inertial sub-range in Figure 1.1 

(George 1984). These two mechanisms comprise interactions experienced in a free 

atmosphere outside and unaffected by the dome filter.  

 The final type of interaction arises from the interaction of the fluctuating pressure 

field with the dome structure via the stagnation pressure (Raspet 2006). Turbulent eddies of 

sizes comparable to that of the filter create a fluctuating stagnation pressure normal to the 

surface of the dome. This fluctuating pressure has a buffeting effect on the structure. This 

buffeting effect can be explained as one similar to that experienced by placing a hand outside 

of a moving car window; the effect of increasing porosity on the flow past the hand is similar 

to that of gradually separating the fingers. This mechanism will be referred to as turbulence-

filter interaction.  
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 In the three regions denoted previously in Figure 1.2, we experience all three of these 

mechanisms for creating wind noise. Regions 1 and 3 are dominated by turbulence-

turbulence and turbulence-shear interactions while Region 2 is where we experience 

turbulence-filter interaction. Equations for calculating pressure fluctuation contributions in 

these three regions are derived in the next chapters. 

Literature Review 

 The initial catalyst behind the idea for the present study is gained from an article 

written for the Army Research Labs (Noble 2014). The investigation presented in the article 

is centered around testing porous domes as infrasound sensors on Earth. The study uses 

previously developed theories for measuring wind noise with wind barriers and adapts them 

to the geometry of the dome shaped filters. The goal is to investigate whether the dome style 

filters could be comparable replacements for current infrasound measuring devices in use that 

are less mobile, compact, and user friendly in regards to setting up. As a consequence, this 

also lends to the domes being ideal for use on other planets via space travel, which requires 

minimization of weight and ease of use and deployment. It is this idea that is explored in the 

present study within Mars’ atmosphere. 

 Expressions for outputting a theoretical wind noise prediction were developed 

previously in works by Yu (2009) and Abbott (2014). These expressions give predictions for 

various types of wind noise generating mechanisms in the form of power spectral densities. 

The three sources of turbulence production focused on throughout these works were that of 

turbulence-turbulence, turbulence-shear, and turbulence-sensor interactions. Each source of 

wind noise can be divided into separate locations at which they take place in reference to the 

applied filter being observed for study. Three main regions are described in research done by 
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Abbott (2014), who uses porous wind fences in an assortment of different configurations to 

take wind noise measurements within them. The first region is describes as lying inside of the 

filter presented for study. The second region is referred to as being at the wall of the filter 

and immediately inside and outside of that wall. The third and final region is designated as 

lying some significant distance outside the wall of the filter in an open atmosphere. Abbott 

alters his wind fences in porosity, length of gap separation from the ground, and inclusion of 

or lack of a porous top. From this he is able to compare predicted results through use of the 

expressions for power spectral density and actual measured power spectral densities gathered 

from measured velocity spectrums. Abbott test porosities of 30%, 40%, 55%, 65%, and 80% 

with the conclusion that porosities in the mid-range of 40% to 65% are best suited for 

infrasonic filtering on Earth. 

 Preceding Abbott’s work is that of Yu (2009) who performs calculations for wind 

noise at the surface of Earth along with taking measured data at ground level. Yu takes these 

measurements with a pressure sensor placed at the ground level and also repeats the study 

with a sensor implanted in the ground so that its top is flush with the ground. By placing the 

sensor flush with the ground Yu hypothesized that this would reduce measured with noise of 

turbulence-sensor interaction from a stagnation pressure interacting with the surface of the 

pressure sensor. Yu’s work follows closely that of Robert H. Kraichnan (1956a) who 

performed studies of pressure fluctuations in turbulent flow over a flat plate. Yu goes on to 

obtain more accurate wind noise predictions by expanding on the work of Kraichnan through 

use of more accurate velocity profiles in her expressions for predicted wind noise. While 

Kraichnan uses a simple exponential form of 𝑉(𝑧) = 𝐴𝑒−𝛽𝑧 to fit velocity profiles in the 

equations for predicting power spectral density, Yu uses a summation of multiple 
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exponentials expressed as, 𝑉(𝑧) = 𝑉0(1 − ∑ 𝐴𝑖𝑒
−𝛽𝑖𝑧𝑛−1

𝑖=0 − (1 − ∑ 𝐴𝑖
𝑛−1
𝑖=0 )𝑒−𝛽𝑛𝑧) to more 

accurately fit the velocity profile close to the surface. 

 William K. George (1984) expands upon the theory presented for predicting a 

fluctuating pressure spectrum by obtaining more explicit expressions for predicted power 

spectral densities due to turbulence-turbulence and turbulence-shear interactions. Upon 

generating these expressions George continues on to test their validity in comparison to 

measured spectral densities through use of a static-pressure probe. George ultimately 

concludes that predictions do not exactly match those of measured spectrums but are rather 

slightly lower which is expected due to conservative assumptions in development of 

theoretical equations for fluctuating pressure spectrums. George goes on to note that these 

discrepancies in measured values to those of predicted values is likely due to the following 

sources of error: velocity contamination of the pressure probe used in gathering data and 

deviations form Taylors Hypothesis at low wave numbers due to breakdown in isotropic 

assumptions of the fluid. Even with the given differences, George concludes that theoretical 

expressions for predicting pressure fluctuations due to turbulence-turbulence and turbulence-

shear mechanisms are in overall good agreement with empirical measurements and therefore 

useful in the field of aeroacoustics and atmospheric studies.  

 Kraichnan (1956a) provides a description of vital qualitative features that contribute 

most to pressure fluctuations experienced at the surface. To generate equations for predicting 

pressure fluctuations at a surface Kraichnan imparts assumptions of adiabatic conditions, 

small or no compressibility, and slow rate of growth of the boundary layer in the atmosphere. 

It is through these features that Kraichnan generates equations utilized throughout the above 

listed and present studies. Kraichnan presents this procedure at the time of publishing due to 
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the lack of knowledge about boundary layer flow in the atmosphere. In doing so Kraichnan is 

able to generate equations that produce respectable predicted values in comparison to 

measured values of pressure fluctuations experienced at the surface.  

 Contributions in predicting pressure fluctuations due to turbulence in the atmosphere 

are also given by G. K. Batchelor (1951). Batchelor takes a different approach to developing 

equations for predicting pressure fluctuations in that he makes the connection that fourth 

moments are connected to second moments by normal joint distribution of velocities at any 

two points and all odd order moments are taken to be zero. This is acceptable since the 

measured velocities are real valued random variables and the measurements can be viewed as 

a probability distribution where the fourth moment is the square of the second moment times 

the number of possible values for velocity. Batchelor test his predictions with reasonable 

results and attributes discrepancies to the fact that odd ordered moments, though very small, 

are not exactly zero. 

 Work done by Theodore von Kármán (1948) proved to be vital in the theory of 

turbulence predictions performed in many of the aforementioned studies. von Kármán 

expanded upon previous studies done by Taylor in the sense that he aimed to provide a more 

general expression for the behavior of measured velocity spectrums in turbulent flow. While 

Taylor and others utilized the kinetic theory of gases and mean motion in their work von 

Kármán followed a different approach through use of similarity principle. By use of this von 

Kármán generated the following function, 

 

Φ(𝜁) = 𝑐𝑜𝑛𝑠𝑡.
𝜁4

(1 + 𝜁2)17/6 
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which fits measure velocity spectra quite well. A revised version of the function given above 

is commonly used in present day studies including the one presented herein. 

 Another prominent figure in the field of turbulence studies is G. I. Taylor. Taylor is 

the originator of the Taylor Hypothesis (1937) used in a multitude of studies including the 

present one. Taylor formed his hypothesis through observations that show the spectrum of 

time varied wind at one point is tied to the correlation of wind spectrums at two different 

locations. Taylor shows that the spectrum curve from one location is the Fourier transform of 

the correlation curve from two different points. In essence this allows an experimenter to take 

measurements at one fixed location over some period of time and treat it as if it were a 

measurement of multiple locations at a fixed time.



 

 

Chapter 2: Derivation of Power Spectral Density for Region 3 

Following closely the work of Kraichnan (1956), we develop an expression for 

Region 3, where we experience mechanisms of turbulence-shear and turbulence-turbulence 

interactions. For this region, the total velocity, 𝑣 , and total pressure, 𝑝, are given by 

 

𝑣 = �⃗� + 𝑣 1      𝑎𝑛𝑑         𝑝 = 𝑃 + 𝑝1 

 

where 𝑉 and 𝑃 are mean values while 𝑣1 𝑎𝑛𝑑 𝑝1 are turbulent fluctuations, of velocity and 

pressure, respectively. Beginning with the Navier-Stokes momentum equation for fluid 

motion with constant Martian surface density 𝜌, we have 

 

𝜌𝜕𝑡𝑣 + 𝑣 ⋅ ∇⃗⃗ 𝑣 = −∇⃗⃗ 𝑝 + 𝜂∇2𝑣  

 

∇⃗⃗ ⋅ 𝑣 = 0 . 

 

Letting 𝜗 = 𝜂/𝜌 (kinematic viscosity) and taking the divergence of this Navier-Stokes 

equation one obtains 

 

�⃗� ⋅ 𝜕𝑡𝑣 + �⃗� ⋅ (𝑣 ⋅ �⃗� 𝑣 ) ≃ −
1

𝜌
𝛻2𝑝 +  𝜗�⃗� ⋅ (𝛻2𝑣 ),
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where 𝜕𝑡�⃗� ⋅ 𝑣 = 0 and 𝜗𝛻2(�⃗� ⋅ 𝑣 ) = 0 for incompressible fluids (�⃗� ⋅ 𝑣 = 0). Furthermore 

we expand the total derivative of the velocity to obtain 

 

−
𝛻2𝑝

𝜌
= �⃗� ⋅ (𝑣 ⋅ �⃗� 𝑣 ) = ∑𝜕𝑖 (∑𝑣𝑗𝜕𝑗

𝑗

)

𝑖

𝑣𝑖 = ∑𝜕𝑖(𝑣𝑗𝜕𝑗𝑣𝑖)

𝑖,𝑗

 

= ∑(𝜕𝑖𝑣𝑗)(𝜕𝑗𝑣𝑖) + ∑𝑣𝑗𝜕𝑖𝜕𝑗𝑣𝑖

𝑖,𝑗𝑖,𝑗

= ∑(𝜕𝑖𝑣𝑗)(𝜕𝑗𝑣𝑖) +

𝑖,𝑗

∑𝑣𝑗𝜕𝑗

𝑗

(∑𝜕𝑖𝑣𝑖

𝑖

) , 

 

where (∑ 𝜕𝑖𝑣𝑖𝑖 ) = �⃗� ⋅ 𝑣 = 0, yielding  

 

= ∑(𝜕𝑖𝑣𝑗)(𝜕𝑗𝑣𝑖)

𝑖,𝑗

 , 

 

which describes the source equation in terms of shear velocity gradients. 

 

Now starting with the source equation and the substitution of the expanded shear velocity 

gradient one can write 

 𝛻2𝑝(𝑟 , 𝑡) = −𝜌∑(𝜕𝑖𝑣𝑗)(𝜕𝑗𝑣𝑖)

𝑖,𝑗

≡ −𝑇(𝑟 , 𝑡) 
(2) 

 

and denote the source function as −𝑇(𝑟 , 𝑡). 
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Our coordinate frame of reference is shown in Figure 2.1. 

 
Figure 2.1 Reference coordinate system. 

 

Applying the boundary conditions 

 

𝑝(∞, 𝑡) = 0 

 

 𝜕𝑝

𝜕𝑧
|𝑧=0 = 0     (⟺ 𝑣(𝑥, 𝑦, 0, 𝑡 = 0) 

(3) 

 

Following this, a spatial-temporal Fourier transform is applied to the source function yielding 

 

 𝛻2𝑝(𝑟 , 𝑡) = −𝑇(𝑟 , 𝑡) ⟺ 𝑘2�̃�(�⃗� , 𝜔) = �̃�(�⃗� , 𝜔) (4) 

 

where 

�̃�(�⃗� , 𝜔) =
1

(2𝜋)2
∫𝑑3𝑟 ∫ 𝑑𝑡

∞

−∞

𝑝(𝑟 , 𝑡)𝑒−𝑖(�⃗� ⋅𝑟 −𝜔𝑡) 

(5) 

�̃�(�⃗� , 𝜔) =
1

(2𝜋)2
∫𝑑3𝑟 ∫ 𝑑𝑡

∞

−∞

𝑇(𝑟 , 𝑡)𝑒−𝑖(�⃗� ⋅𝑟 −𝜔𝑡) 
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denote the Fourier transforms of 𝑝(𝑟 , 𝑡) and 𝑇(𝑟 , 𝑡), respectively. 

Assuming flow of our fluid is homogeneous in the horizontal plane (x, y) and 

inhomogeneous in the vertical direction (z) where the shear stress is formed, we may then 

separate out the horizontal wave vector as 𝜅 = (𝑘𝑥, 𝑘𝑦) = 𝑘𝑥�̂� + 𝑘𝑦�̂�. 

This leads to  

𝛻2 → −𝜅2 +
𝜕2

𝜕𝑧2
≡ −𝜅2 + 𝜕𝑧

2 

i.e. 

𝜕𝑧
2�̃�(𝑧, 𝜅 , 𝜔) − 𝜅2�̃�(𝑧, 𝜅 , 𝜔) = −�̃�(𝑧, 𝜅 , 𝜔) 

or             (6) 

(𝜕𝑧
2 − 𝜅2)�̃�(𝑧, 𝜅 , 𝜔) = −�̃�(𝑧, 𝜅 , 𝜔) 

where 

�̃�(𝑧, 𝜅 , 𝜔) =
1

(2𝜋)3/2
∬𝑑𝑥𝑑𝑦 ∫ 𝑑𝑡𝑝(𝑟 , 𝑡)𝑒−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦−𝜔𝑡)

∞

−∞

∞

0

 

and            (7) 

�̃�(𝑧, 𝜅 , 𝜔) =
1

(2𝜋)3/2
∬𝑑𝑥𝑑𝑦

∞

0

∫ 𝑑𝑡 𝑇(𝑟 , 𝑡)

∞

−∞

𝑒−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦−𝜔𝑡) . 

 

Solving for �̃�(𝑧, 𝜅 , 𝜔) in Equation (6), we obtain 

 

�̃�(𝑧, 𝜅 , 𝜔) = 𝐴𝑒𝜅𝑧 + 𝐵𝑒−𝜅𝑧 +
1

2𝜅
∫ 𝑑𝑧′

∞

−∞

𝑒−𝜅|𝑧′−𝑧|�̃�(𝑧′, 𝜅 , 𝜔) .                             (8) 
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Furthermore, using boundary conditions from Equation (3), we solve for A and B by 

denoting that �̃�(∞) → 0 so that 𝐴 = 0 and 
𝜕�̃�

𝜕𝑧
|𝑧=0 = 0 giving us 

 

0 = −𝜅𝐵 +
1

2𝜅
∫ 𝑑𝑧′

∞

−∞

�̃�(𝑧′, 𝜅 , 𝜔)(+𝜅)𝑒−𝜅𝑧′
 , 

0 = −𝜅𝐵 +
1

2
∫ 𝑑𝑧′

∞

−∞

𝑒−𝜅𝑧′
�̃�(𝑧′, 𝜅 , 𝜔) , 

𝐵 =
1

2𝜅
∫ 𝑑𝑧′

∞

−∞

𝑒−𝜅𝑧′
�̃�(𝑧′, 𝜅 , 𝜔) . 

 

Equation (8) now becomes 

 

�̃�(𝑧, 𝜅 , 𝜔) =
1

2𝜅
∫ 𝑑𝑧′

∞

−∞

𝑒−𝜅𝑧′
�̃�(𝑧′, 𝜅 , 𝜔) +

1

2𝜅
∫ 𝑑𝑧′

∞

−∞

𝑒−𝜅|𝑧′−𝑧|�̃�(𝑧′, 𝜅 , 𝜔).                            (9) 

 

Examining �̃� at the surface where 𝑧 = 0 we write 

 

�̃�𝑠 ≡ �̃�(0, 𝜅 , 𝜔) =
1

𝜅
∫ 𝑑𝑧′

∞

−∞

𝑒−𝜅𝑧′
 𝑇(𝑧′, 𝜅 , 𝜔).                                        (10) 

 

In Equations (9) and (10) we examine flow above the surface where 𝑧 > 0 so that the 

integration can now be performed as ∫ 𝑑𝑧′
∞

−∞
⟶ ∫ 𝑑𝑧′

∞

0
. 
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Imposing the assumption of large-scale homogeneous flow in the horizontal plane (x, 

y), the power spectral density at the surface (z=0) is given by 

 

〈|�̃�(0, 𝜅 , 𝜔)|2〉 = |�̃�(0, 𝜅 , 𝜔)|2 =

=
1

𝜅2
(∫ 𝑑𝑧′

∞

0

𝑒−𝜅𝑧′
�̃�(𝑧′, 𝜅 , 𝜔))(∫ 𝑑𝑧′′

∞

0

𝑒−𝜅𝑧′′
�̃�∗(𝑧′′, 𝜅 ⃗⃗⃗  , 𝜔)) 

=
1

𝜅2
∫ 𝑑𝑧′

∞

0

∫ 𝑑𝑧′′

∞

0

𝑒−𝜅(𝑧′+𝑧′′)〈�̃�(𝑧′, 𝜅 , 𝜔)�̃�∗(𝑧′′, 𝜅 , 𝜔)〉 ,                  (11) 

 

where the correlation quantity 〈�̃�(𝑧′, 𝜅 , 𝜔)�̃�∗(𝑧′′, 𝜅 , 𝜔)〉 is given by Kraichnan (1955) as 

 

〈�̃�(𝑧′, 𝜅 , 𝜔)�̃�∗(𝑧′′, 𝜅 , 𝜔)〉 =
𝐴𝜏

(2𝜋)
3
2

�̃�(𝑧′, 𝑧′′, 𝜅 , 𝜔) ,                                     (12) 

 

where �̃�(𝑧′, 𝑧′′, 𝜅 , 𝜔) is the Fourier transform of the space-time auto correlation of 𝑇(𝑟 , 𝑡) i.e. 

〈𝑇(𝑟 ′, 𝑡′)𝑇(𝑟 ′′, 𝑡′′)〉 = 𝑆(𝑧′, 𝑧′′, 𝑥′ − 𝑥′′, 𝑦′ − 𝑦′′, 𝑡′ − 𝑡′′). Since the flow is horizontally 

homogeneous this leads to 

 

�̃�(𝑧′𝑧′′, 𝜅 , 𝜔) =
1

(2𝜋)
3
2

∫ 𝑑𝜁1

∞

−∞

∫ 𝑑𝜁2

∞

−∞

∫ 𝑑𝑡

(𝜏)
∞

−∞
(0)

𝑆(𝑧′, 𝑧′′, 𝜁1, 𝜁2, 𝑡)𝑒
−𝑖(�⃗⃗� ∙�⃗� −𝜔𝑡) ,                        (13) 
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where 𝜁 = (𝜁1�̂� + 𝜁2�̂�). We assume the correlation is taken so that the flow is over a large 

surface area 𝐴 and a time scale 𝜏 long enough to resolve low frequencies in the measured 

signal (Kraichnan 1956). 

In order to analyze the fluctuations of the pressure power spectrum in the �̂� direction 

in Equation (11) we integrate over 𝜔 and 𝑘𝑦 only. In doing so we obtain the expression (Yu 

2011): 

 

|�̃�(0, 𝑘𝑥)|
2 = ∫ 𝑑𝑘𝑦

∞

−∞

∫ 𝑑𝜔|�̃�(0, 𝜅 , 𝜔)|2
∞

−∞

 .                                   (14) 

 

Taking the real part of Equation (13) we have 

 

∫ 𝑑𝑡

(𝜏)
∞

−∞
(0)

𝑆(𝑧′, 𝑧′′, 𝜁1, 𝜁2, 𝑡)𝑒
−𝑖(�⃗⃗� ∙�⃗� −𝜔𝑡) = 4𝜋2

𝑑𝑉

𝑑𝑧
Φ𝑦𝑦(�⃗� ) ,                         (15) 

where 

𝑑𝑉

𝑑𝑧
 , 

 

is the velocity gradient for Region 3. In Region 3 the velocity profile is represented by a well 

know logarithmic function 𝑉(𝑧) = 𝑎 ∗ ln (
𝑧+𝑧0

𝑧0
) where 𝑧0 is the roughness length for the 

respective region. The gradient is 
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𝑑𝑉

𝑑𝑧
=

𝑎

𝑧 + 𝑧0
 .                                                             (16) 

Also in Equation (15) we have  

Φ𝑦𝑦(�⃗� ) =
𝐸(𝑘)

4𝜋𝑘4
𝜅2 ,                                                          (17) 

 

where 𝐸(𝑘) is a semi-empirical velocity function developed by von Kármán (1948) that 

matches well the behavior of velocity fluctuations as a function of frequency or wave number 

given by Yu (2009): 

 

𝐸(𝑘) =
55𝐶

18

(𝑘𝜆)4

[1 + (𝑘𝜆)2]
17
6

 .                                                  (18) 

 

Within the function 𝐸 (𝑘), “C” and “𝜆” are fitting parameters to what would be a 

measured velocity spectrum by sensors on Mars. Here 𝑘 = √𝑘𝑥
2 + 𝑘𝑦

2 + 𝑘𝑧
2 is the 

wavenumber. 

Finally, substituting Equations (15)-(18) into Equation (14) we obtain the result for 

pressure as a function of wave number. For the presented data the results of pressure 

fluctuations will be shown as function of frequency by multiplying the final result of 

|�̃�(0, 𝑘𝑥)|
2 by 

2𝜋

𝑉𝛼
 (𝑉𝛼 being the horizontal wind velocity component in each region, 𝛼 =

1,2,3) to change the representation from �⃗� -space to 𝜔-space. This yields, for Region 3, 
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|𝑝3(0, 𝑓)|2 =          (19) 

=
880𝑎2𝐶𝜆4𝜌2𝑘𝑥

2

9𝑉3
∫ ∫

𝑑𝑘𝑧𝑑𝑘𝑦

[1 + (𝑘𝜆)2]17/6

∞

0

∞

0

∫
𝑒−𝜅𝑧′

sin(𝑘𝑧𝑧′) 𝑑𝑧′

𝑧′ + 𝑧0

∞

0

∫
𝑒−𝜅𝑧′′

sin(𝑘𝑧𝑧′′) 𝑑𝑧′′

𝑧′′ + 𝑧0

∞

0

 . 

 

We may now calculate a final value for pressure by utilizing Taylor’s frozen wave hypothesis 

(Taylor 1938). Taylor states that one would obtain roughly the same data by recording in 

time at a fixed location as one would by moving rapidly upstream against the mean wind so 

that 

 

𝑘𝑥 =
2𝜋𝑓

𝑉𝛼
 .                                                                         (20) 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Derivation of PSD for Region 1 

The next region we examine is Region 1. Region 1 is described as being inside the 

porous dome, away from its surface. Region 1 is quite similar to Region 3 in that the pressure 

fluctuations arise from the same mechanisms, i.e., turbulence-turbulence and turbulence-

shear interactions. However, when analyzing Region 1, we must take into account that flow 

inside the dome filter has already been affected by passage through the porous walls. The 

flow in this region is constrained to within the height of the dome hence the integrals are 

calculated from the surface (or the roughness length) to the dome height. Yu et al. showed 

that a simple exponential fits poorly the measured velocity profile near the surface due to 

varying roughness length and the fact that flow has been disturbed by passage through the 

porous barrier; they determined that the velocity profile in this region are fitted better by a 

summation of multiple exponentials represented by 

 

𝑉(𝑧) = 𝑣0(1 − ∑ 𝐴𝑖𝑒
−𝛽𝑖(𝑧−𝑧0)𝑛

𝑖=1 ).    (21) 

 

Here 𝑣0, 𝐴𝑖 , and 𝛽𝑖 are the fit parameters to what would be a measured velocity 

profile in Region 1 on Mars and 𝑧0 represents the roughness length. In developing a formula 

for calculating theoretical pressure fluctuation contributions as a function of frequency we 

follow the same procedure as described in Region 3. The principal difference between 

Regions 1 and 3 lies in the velocity profile (namely exponential instead of logarithmic), 

which we substitute in place of the previous Equation (16) and integrate from the roughness 

length to the height of the dome. The velocity gradient for this region is therefore
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𝑑𝑉

𝑑𝑧
= 𝑣0 ∑ 𝐴𝑖𝛽𝑖𝑒

−𝛽𝑖(𝑧−𝑧0)𝑛
𝑖=1  ,          (22) 

 

𝑠𝑖 = 𝑣0𝐴𝑖𝛽𝑖 ⟶ 𝑧′,        

 

𝑠𝑗 = 𝑣0𝐴𝑗𝛽𝑗  ⟶ z′′.       

 

Using Equation (22) in Equation (15), one obtains the pressure power spectrum for Region 1 

as follows: 

 

|𝑝1(0, 𝑓)|2 =                     (23) 

=
880𝐶𝜆4𝜌2𝑘𝑥

2

9𝑉1
× ∑ 𝑠𝑖𝑠𝑗𝑒

𝑧0(𝛽𝑖+𝛽𝑗) ×

𝑖=𝑛,𝑗=𝑚

𝑖=1,𝑗=1

× ∫ ∫
𝑑𝑘𝑧𝑑𝑘𝑦

[1 + (𝑘𝜆)2]
17
6

∞

0

∞

0

∫𝑒−(𝜅+𝛽𝑖)𝑧
′
sin(𝑘𝑧𝑧

′) 𝑑𝑧′

ℎ

𝑧0

∫𝑒−(𝜅+𝛽𝑗)𝑧
′′
sin(𝑘𝑧𝑧

′′) 𝑑𝑧′′

ℎ

𝑧0

 

 

 

 

 

 

 



 

Derivation of PSD for Region 2 

 Concluding the derivations for power spectral densities, we turn to Region 2. Here, 

the dominant contribution to wind noise is from stagnation pressure fluctuations due to 

turbulence-filter interaction. The goal is to obtain an expression for the pressure fluctuations 

at the sensor location (i.e. center of the dome) starting from the flow field through the porous 

wall. To this end, we adopt the method developed by Raspet and Abbott (2014), Noble et al. 

(2014), and Collier et al. (2014). 

 The pressure at the center of the dome can be obtained similarly to finding the electric 

potential at the center of a sphere by knowing the potential on the surface (Abbott and 

Raspet, 2014, Noble et al., 2014). Thus, the pressure at the center, 𝑃𝑐, is obtained as the solid 

angle average of the dome-surface pressure over the total solid angle Ω′ = 4𝜋: 

 

𝑃𝑐 ≡ 𝑝(0, 𝑡) = 〈𝑝𝑠𝑢𝑟𝑓𝑎𝑐𝑒〉Ω=4𝜋 =
1

4𝜋
∫𝑝𝑠𝑢𝑟𝑓𝑎𝑐𝑒(𝜃

′, 𝜑′, 𝑡)𝑑Ω′                            (24) 

 

 From this the pressure, velocity, and density terms, as before, are separated into mean 

and fluctuating components where upper case designates the mean value and the subscript 1 

denotes a fluctuating component: 

 

𝑝 = 𝑃 + 𝑝1 , 𝑣 = �⃗� + 𝑣 1 , 𝜌 = 𝜌0 + 𝜌1 .                                                 (25)
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From Equation (25) Abbott and Raspet (2014) derive a semi-empirical expression for 

the surface assuming that the turbulent velocity field outside the dome is isotropic: 

 

𝑝𝑠𝑢𝑟𝑓𝑎𝑐𝑒 ≈ −𝜌0𝑣 1
𝑜𝑢𝑡 ⋅ (�⃗� 𝑜𝑢𝑡 − �⃗� 𝑖𝑛) ≈ −𝜌0𝑣1

𝑜𝑢𝑡(Δ𝑉) ,                               (26) 

 

where Δ𝑉 = 𝑉𝑜𝑢𝑡 − 𝑉𝑖𝑛is the difference between mean-flow (wind) velocities outside and 

inside the dome surface i.e. across the porous surface of the dome (Abbott and Raspet 2014,  

Abbott, 2015). 

 The center pressure becomes 

 

𝑃𝑐𝑒𝑛𝑡𝑒𝑟(𝑡) = 𝑝(0, 𝑡) ≈ −
𝜌0

4𝜋
∫ sin(𝜃′) 𝑑𝜃′

𝜋
2

0

∫ 𝑑𝜑′

2𝜋

0

𝑣1
𝑜𝑢𝑡(𝜃′, 𝜑′, 𝑡) Δ𝑉 .                   (27) 

 

A Fourier transform is taken to transform Equation (27) into wavenumber space: 

 

�̃�(0, 𝑘) = −
𝜌0

4𝜋
∫ sin(𝜃′) 𝑑𝜃′

𝜋
2

0

∫ 𝑑𝜑′

2𝜋

0

�̃�1
𝑜𝑢𝑡(𝜃′, 𝜑′, 𝑘) Δ𝑉 .                           (28) 

 

 

 

 

 



27 

 

The pressure power spectrum for Region 2 is obtained as 

 

〈|𝑝2(0, 𝑡)|2〉 = 〈𝑝(0, 𝑡)𝑝∗(0, 𝑡)〉                                                                                                       (29) 

≈ +(
𝜌0

4𝜋
)
2

∫ sin(𝜃′) 𝑑𝜃′

𝜋
2

0

∫ sin(𝜃′′) 𝑑𝜃′′

𝜋
2

0

∫ 𝑑𝜑′

2𝜋

0

∫ 𝑑𝜑′′

2𝜋

0

〈�̃�1
𝑜𝑢𝑡(𝜃′, 𝜑′, 𝑘)�̃�1

∗ 𝑜𝑢𝑡(𝜃′′, 𝜑′′, 𝑘)〉(Δ𝑉)2. 

 

Assuming homogenous turbulence, the Fourier transform of the velocity correlation 

decays exponentially according to Priestley (1966) ---a fact confirmed experimentally by 

Shields (2005): 

 

〈�̃�1
𝑜𝑢𝑡(𝜃′, 𝜑′, 𝑘)�̃�1

∗𝑜𝑢𝑡(𝜃′′, 𝜑′′, 𝑘)〉 = 𝐹𝑜𝑢𝑡(𝑘)𝑒[−𝛼(𝑘)𝑅√(𝜃′−𝜃′′)2+(𝜑′−𝜑′′)2 sin2(𝜃′)] ,            (30) 

 

where, 𝛼(𝑘) = 𝜇𝑘𝑎 is the inverse of the correlation length and 𝜇 and 𝑘 are empirical 

parameters measured and fit by Abbott (2014), 𝑅 is the radius of the dome, 2 meters; 𝐹𝑜𝑢𝑡(𝑘) 

is a measured wind velocity power spectrum for which Noble et al. (2014) suggest a fit with 

two parameters ( 𝐶𝑜𝑢𝑡 and 𝜆𝑜𝑢𝑡) as follows (von Kármán, 1948): 

 

𝐹𝑜𝑢𝑡(𝑘) = |𝑣1
𝑜𝑢𝑡(𝑘)|2 =

𝐶𝑜𝑢𝑡

(1 + 𝑘2𝜆𝑜𝑢𝑡
2 )

5
6

 .                                             (31) 

 

 

 



28 

 

The final expression for the pressure power spectrum detected at the center of the 

dome due to turbulent influences in Region 2 is 

 

〈|𝑝2(0, 𝑓)|2〉 ≃                                                                                                                                     (32) 

≃
𝑘𝑥

2𝜌0
2𝑅2

8𝜋𝑉2
𝐶𝑜𝑢𝑡 × 

× ∫ sin(𝜃′) 𝑑𝜃′

𝜋
2

0

∫ sin(𝜃′′) 𝑑𝜃′′

𝜋
2

0

∫ 𝑑𝜑′

2𝜋

0

∫ 𝑑𝜑′′

2𝜋

0

𝑒−𝛼(𝑘)𝑅√(𝜃′−𝜃′′)2+(𝜑′−𝜑′′)2 sin2(𝜃′)

(1 + 𝑘𝑥
2𝜆𝑜𝑢𝑡

2 )
5
6

× 

× (𝑉𝑜𝑢𝑡 − 𝑉𝑖𝑛)
2 .  

 

Using Taylors Hypothesis (Taylor 1938), the expression is presented in frequency space 

rather than wavenumber space through multiplication of the wavenumber result by 
2𝜋

𝑉𝛼
 , where 

𝑉𝛼 is the horizontal wind velocity component in Region 2. For the density on the Martian 

surface environment a mean value is used (𝜌0 ~ 0.02 kg/m3) while 𝑘𝑥 is expressed as 𝑘𝑥 =

2𝜋𝑓/𝑉𝛼. 



 

 

Chapter 3: Methods for Determining Region Coefficients 

In previous works by Abbott (2014) and Yu (2009), experimental data was easily 

attainable through measurement apparatuses for calculating power spectral densities on 

Earth. This data was then analyzed by plotting and fitting with the appropriate software. A 

problem faced in this study was a lack of experimental wind data gathered from Mars. 

Though there have been multiple missions to the Martian planet by various countries and 

agencies, there is very little information retrieved about the planets’ wind profiles. Many 

missions have taken measurements of wind speed and direction, albeit at only one height and 

at snippets in time as opposed to continuous measurements at various altitudes. In addition to 

limited locations of measurement, some apparatuses used were not very sophisticated such as 

that of the Telltale mechanical anemometer (NASA PDS). These measurement limitations 

are mostly due to space craft restrictions such as size, weight, and power required for 

economical space flight, travel, and operation.  

Information for the present study is gained through the utilization of general 

circulation models (GCMs). These GCMs are computational models developed by 

universities and other public or private organizations which simulate a variety of different 

planetary environments. They are developed from first principles and incorporate any 

available empirical data from multiple resources into their models. The GCM utilized in this 

study is the Mars Climate Database (MCD), developed by Laboratoire de Meteorologie 

Dynamique in Paris, which is relied on for extracting wind data predictions. 
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Five different locations were chosen for the analysis of wind noise in the Martian 

environment. The five locations chosen were landing sites of various Mars missions as 

follows: Curiosity, Phoenix, Pathfinder, Viking Lander 1, and Viking Lander 2. The 

motivation for choosing these particular locations were that this initial investigation would 

spark interest for continuing studies of how wind noise might be related to other commonly 

measured variables. Many missions to Mars do not include much wind data but all measure 

variables such as pressure, temperature, and density. Since data sets of these parameters are 

abundant one would hope to see comparative studies on how they might affect generation 

and collection of wind noise in the future.  

When generating velocity profiles for use in calculations at these five locations, two 

types of profiles are generated from the GCM. The first profile is a max wind velocity and 

the second one is a minimum wind velocity. Depending on the region, particular height 

versus wind speed data points were observed along with time of Martian day. From this, 

times of day where velocity was maximum and minimum were chosen in generating velocity 

profiles for the respective region.  In doing so a best and worst case scenario is presented in 

the data in terms of possible maximum and minimum wind noise productions. 
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Figure 3.1. An example of wind speeds from 0 to 10 meter altitudes throughout a 25 hour 

Martian day generated for Region 3 at the Pathfinder location. Here velocity is maximum at 

the 16th hour of the day and minimum at roughly the 21st hour. Source: Mars Climate 

Database. 

 

 

 
Figure 3.2. Wind speed at the Pathfinder location at 10 meters over a 25 hour Martian day. 

Data points are averaged to determine a mean wind velocity 𝑉𝛼 for Region 3. The same 

process is applied at 1 meter for Regions 1 and 2. Source: Mars Climate Database. 



 

 

Region 3 Parameters 

For Region 3, the first parameter observed in Equation (19) is 𝑎. This is a fit 

parameter from fitting the logarithmic velocity profile 𝑉(𝑧). To obtain this value we first use 

the GCM to plot wind speed as a function of height above surface and Martian time of day, 

as shown in an example in Figure (3.1). For Region 3, we analyze wind speed from 0 to 10 

meters and select times at which velocities are at a minimum and maximum to generate two 

separate profiles to utilize in generating our pressure spectrums. After selection of these 

times a second plot is generated with data points for velocity as a function of height and then 

fitted with the logarithmic function 𝑉(𝑧) = 𝑎 ∗ ln (
𝑧+𝑧0

𝑧0
). Here the value of 𝑎 is determined 

from the fit to the data points for each mission location, maximum velocity, and minimum 

velocity. Profile fits are shown in Figure 3.3 along with their respective R-square values to 

indicate goodness of fit. Also obtained from the fit is the roughness length for the given 

region, 𝑧0. Values obtained from fits for Region 3, heights 0 to 10 meters, maximum and 

minimum velocities are listed below in Table (3.1). 
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Region 3 Data Fits 

(a) (b)

(c) (d)

(e) (f)
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(g) (h)

(i) (j)  

 

Figure 3.3. Maximum and minimum velocity profile fits to data points for Curiosity, 

Pathfinder, Phoenix, Viking Lander 1, and Viking Lander 2. 

 

Table 3.1. Fit parameters 𝑎 and 𝑧0(meters) for Region 3 𝑉(𝑧) 

Mission Curiosity Phoenix Pathfinder VL1 VL2 

R-square(max) 0.97 0.96 0.97 0.97 0.97 

R-square(min) 0.999 0.995 0.999 0.999 0.997 

𝑎(max vel.) 1.368898057 0.631102693 1.064132285 0.706254131 0.60868452 

𝑎(min vel.) 0.28929729 0.12571522 0.210511371 0.543679797 0.34224075 

𝑧0(max vel.) 0.001167719 0.000247 0.003172663 0.002720942 0.001134554 

𝑧0(min vel.) 0.002988809 0.001484717 0.007678875 0.00584896 0.004020905 

 

The variable 𝑉3 is determined for Region 3 by taking the average velocity at the maximum 

height of 10 meters over a 25 hour Martian day. Values for 𝑉3 are listed in the table below: 

Table 3.2. Average flow velocity in Region 3 at 10 meters over one Martian day 

Mission Curiosity Phoenix Pathfinder VL1 VL2 

𝑉3[m/s] 6.185742 4.07774852 4.7832176 4.8346736 3.0380488 



 

Values of 𝐶 and 𝜆 would be obtained from fitting a measured velocity fluctuation 

spectrum at a fixed height on Mars over some time period to the von Kármán (1948) function 

given in Equation (18). The parameter, 𝜆, determines the location of the peak in the spectrum 

where a transition from the energy containing sub-range to the inertial sub-range occurs, 

while 𝐶 affects the magnitude of the peak. However, since we do not have such 

measurements we rely on fit parameters from spectrums taken on Earth by Abbott (2015, 

p.336) based upon the observed porosity of our dome filter. For 𝜌 we use the Martian surface 

density value of 0.02 kg/m3. Finally, for 𝑘𝑥 we use Taylor’s hypothesis in Equation (20) to 

solve for its value based on the frequency being examined. 

Table 3.3. Fit parameters to measured velocity spectrums on Earth (Abbott 2015). 

Porosity 𝐶 𝜆 

30% 26.79 81.41 

40% 34.64 110.50 

55% 45.88 172.50 

65% 257.10 180.40 

80% 116.40 154.80 

 

Region 1 Parameters 

In using the GCM to generate velocity profiles for Region 1, an issue was incurred 

where data could not be generated to simulate the decrease in velocity after passage through 

a porous filter. Due to this, a multiple exponential profile fit could not be readily used for the 

GCMs given data. In order to address this issue ratios of values measured and fitted for Earth 

by Abbott (2015) were used to develop a velocity profile expression for Region 1 on Mars. 

The ratio taken is that of Region 3 to Region 1 where the fit coefficient 𝑎 from Equation (16) 

for Earth is divided by the fit coefficient 𝑣0 from Equation (22) for Earth. This ratio is then 
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multiplied by 𝑎 from fits generated to Region 3 velocity profiles on Mars to obtain a value of 

𝑣0 for Mars. Furthermore, fit values for 𝐴𝑖, 𝛽𝑖, and 𝑧0 used in generating terms 𝑠𝑖 and 𝑠𝑗 are 

also obtained from Abbotts (2015) fits to Earth velocity profiles but of course scaled by 

Mars’ 𝑣0. Results calculated for Mars’ 𝑣0 for Equation (22) using Earth ratios are given in 

the table below: 

Table 3.4. Values of 𝑣0calculated for varying porosities of filter and max/min wind 

conditions per mission. 

Mission: Curiosity Phoenix Pathfinder Viking 1 Viking 2 

30% Max 0.369602465 0.17039772 0.287315717 0.190688616 0.16434482 

30% Min 0.078110226 0.033943109 0.056838069 0.146793544 0.092405002 

40% Max 0.530797191 0.244713279 0.412622723 0.273853643 0.236020528 

40% Min 0.112176439 0.048746717 0.081626857 0.210814614 0.132705596 

55% Max 3.46787498 1.598793424 2.69580179 1.789177135 1.542000784 

55% Min 0.732886068 0.318478554 0.533295467 1.377322146 0.867009892 

65% Max 5.784076134 2.666630989 4.496333601 2.98417239 2.571906423 

65% Min 1.222382249 0.531191065 0.889484655 2.297238568 1.446087663 

80% Max 6.890893415 3.176906648 5.356733708 3.55521148 3.064055974 

80% Min 1.456292344 0.632837626 1.05969282 2.736828796 1.722805116 

 

Table 3.5 Fit parameters for Region 1 PSD velocity profiles measured by Abbott (2015). 

Parameter 𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 

30% -2.26 -2.53 -2.36 -2.11 N/A 0.81 0.75 0.80 0.84 N/A 

40% -0.98 -0.64 -0.86 -0.83 -0.97 0.27 0.26 0.26 0.28 0.28 

55% 0.09 0.09 0.09 0.09 0.09 3.56 3.56 3.56 3.56 3.56 

65% 0.15 0.15 0.15 0.15 0.15 3.20 3.20 3.20 3.20 3.20 

80% 0.13 0.13 0.13 0.13 0.13 1.95 1.96 1.96 1.96 1.96 

 

Values for 𝐶 and 𝜆 are used from Abbott’s Earth measurements pertaining to Region 1 and 

listed in Table (3.6) (Abbott 2015). Also values for 𝜌, 𝑘𝑥, 𝑉1 were calculated in the same 

manner described previously for Region 3. For integration bounds, values of 𝑧0 (Table 3.6) 

are roughness lengths taken to be 0.01 meters and ℎ is the height of our dome filter, 2 meters. 



 

Region 2 Parameters 

 For Region 2, empirical measurements gathered by Abbott (2015) are heavily utilized 

in this part of the study due to the inability to simulate wind at the boundary of a porous 

barrier in the Mars Climate Database General Circulation Models. Predictions for 𝑉𝛼 are able 

to be generated via the MCD for one meter above the ground in free atmosphere at each 

location. Points for this data are generated at one meter over a 25 hour Martian day and 

averaged for the speed 𝑉2, an example is shown in Figure (3.2). Values of 𝐶𝑜𝑢𝑡 , Δ𝑉, 𝜆𝑜𝑢𝑡, 𝜇, 

and 𝑎 for varying porosities are taken from Abbott (2015) and listed in the table below. 

Table 3.6 Parameters for Regions 1 and 2 PSD calculations (Abbott 2015). 

Porosity 𝐶 𝜆 Δ𝑉 𝜇 𝑎 

30% 0.105 0.885 2.92 1.0304 0.7674 

40% 0.006 0.266 2.47 1.4142 0.6545 

55% 0.016 0.513 1.82 1.6976 0.6076 

65% 0.228 1.846 1.14 1.2786 0.7601 

80% 0.371 2.008 0.3 1.5166 0.6681 

 

  



 

Chapter 4: Results of Power Spectral Density Predictions 

 A location will be chosen to observe theoretical power spectral density predictions 

based upon maximum velocity predictions from the MCD. It can be seen that with increased 

velocity comes increased wind noise and for this reason the location with highest velocity 

magnitudes will be chosen to observe the effects of our dome filter.  

MCD Velocity Predictions 

Table 4.1. GPS coordinates for each mission. 

Mission Curiosity Pathfinder Phoenix Viking 1 Viking 2 

GPS 

Location 

-4.6 N 137.4 

E 

19.13 N -33.22 

E 

68.22 N 234.25 

E 

22.48 N -49.97 

E 

47.97 N -

225.74 E 

 

 
(a)
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(b) 

 
(c) 
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(d) 

 
(e) 

 

Figure 4.1. Velocity as a function of time and height above Martian surface modeled at each 

mission location over a 25 hour Martian day. (a) Curiosity, (b) Pathfinder, (c) Phoenix, (d) 

Viking Lander 1, (e) Viking Lander 2. 
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Based on observations from Figure 4.1, the Curiosity landing site is predicted to 

experience the highest winds of roughly 12 m/s during the 9th hour of the Martian day. Figure 

4.2 shows predictions for power spectral densities with varying filter porosities (data for 

other missions has been placed in the appendix for reference). 

 

 

(a) 
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(b) 

 

(c) 
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(d)

(e) 

Figure 4.2. Power Spectral Density predictions of noise floor for Curiosity landing site with 

maximum velocity predictions utilized for fitting the velocity gradient. (a) 30%, (b) 40%, (c) 

55%, (d) 65%, (e) 85% porosity. 
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Figure 4.3. Comparisons of total wind noise contributions at center of domes of varying 

porosities.



 

 

Chapter 5: Discussion and Conclusion 

 We now have predicted power spectral density values for various locations, filter 

design, and wind scenarios on Mars. This allows us to gain an initial understanding of what 

type of intensities to expect from wind noise due to turbulence in Mars’ lower atmosphere for 

infrasound through use of a porous dome filter. This information is pertinent in capturing and 

filtering infrasound at the Martian surface to study natural events. The results also provide 

future empirical studies with a theoretical estimation of baseline noise floor to compare 

measured values to when appropriate experimental data becomes available. 

 After close examination of the results presented in the previous chapter for the chosen 

location, it is clear that there are two filter porosities that mitigate wind noise the most, that 

being 55% and 80%. When examining data in the range of 0.02 to 5 Hz, the 55% porosity 

filter performed better yielding noise power spectral densities lower than that of the other 

porosities. For the range of 3 to 5 Hz, the 55% and 80% filters provide nearly the same value 

of predicted intensity. However, it is at the frequency of 6 Hz where the 80% filter begins to 

show signs of improvement over the 55% porosity and continues this trend up to 20 Hz. 

Further analysis of data at other locations appears to follow a similar trend where 55% works 

best for 0.02 to 5 Hz and 80% for 6 to 20 Hz. Since the 80% filter produces a lower reading 

over a larger range of frequencies, it would make it the ideal choice for use when listening 

for a multitude of infrasound sources in the respective range. If one’s interest is in the 0 to 5 

Hz range then the 55% filter would be a better option. 
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 A prevalent feature throughout most locations and velocity profiles is that below 1 Hz 

Region 3 plays a dominating role in contribution to wind noise. The main mechanism for 

producing noise in this region is one of turbulence-turbulence and turbulence-shear 

interactions. Also within this frequency range it can be seen that for porosities of 30%, 40%, 

and 55% production mechanisms from Region 2, the fluctuating stagnation pressure, 

dominate those from Region 1, turbulence-turbulence and turbulence-shear inside the dome. 

Noticeable also are the facts that as the percentage increases from 30 to 55 percent 

contributions from Region 1 and Region 2 grow closer together. For the 65% porosity, 

contributions from Regions 1 and 2 become even closer where either of the two may 

dominate each other depending on the location and velocity profile utilized. It is then with 

80% porosity where mechanisms from Region 1 are either dominant or match those of 

Region 2. This makes sense because as the surface area that makes up the porous dome 

decreases so does the stagnation pressure. For this reason, we should expect Region 1 

mechanisms to become more dominate over Region 2 as porosity increases. Beyond 1 Hz 

either Region 1 or Region 2, based on filter porosity, will play the major role in predicted 

wind noise production versus that of Region 3. 

 An interesting application after analysis of these results would be to perform 

measurements on Earth with multiple domes nested inside one another. A possible set up to 

improve filtering over the entire infrasonic range would be to nest a 55% porous dome inside 

of an 80% porous dome and vice versa. After performing measurements on Earth one could 

adjust the values to Mars’ atmosphere and generate what might be better wind noise 

reduction predictions as opposed to the use of only one filter. Though, the most ideal 

application for this data would be to compare it to measured data taken on Mars through 2-
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meter dome filters of the varying porosities. Improvements to this data can also be made 

through use of measured wind profiles on Mars as opposed to theoretical ones generated by 

our general circulation model; however, at the present no known data of this kind exist. 
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ABSTRACT 

 The study described in this thesis aims to assess the effects of wind-generated noise 

on potential infrasound measurements on future Mars missions. Infrasonic sensing on Mars is 

being considered as a means to probe the long-scale atmospheric dynamics, thermal balance, 

and also to infer bolide impact statistics. In this study, a preliminary framework for 

predicting the principal wind noise mechanisms to the signal detected by a sensor placed 

inside a hemispherical porous dome on the Martian surface is developed. The method 

involves calculating the pressure power density spectra in the infrasonic range generated by 

turbulent interactions and filtered by dome shaped filters of varying porosities. Knowing the 

overall noise power spectrum will allow it to be subtracted from raw signals of interest and 

aid in the development of infrasound sensors for the Martian environment. In order to make 

these power spectral predictions, the study utilizes the Martian Climate Database (MCD) 

global circulation model, developed by Laboratoire de Meteorologie Dynamique in Paris, 

France. Velocity profiles are generated and used in semi empirical functions generated by 
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von Kármán along with equations for describing the physical turbulent interactions. With 

these, turbulent interactions in the free atmosphere above the Martian surface are described. 

For interactions of turbulence with the porous filter, semi-empirical formulations are adapted 

to the Martian parameters generated by the MCD and plotted alongside contributions in the 

free atmosphere outside and inside the dome to obtain the total wind noise contribution from 

turbulence. In conclusion, the plots of power spectral densities versus frequency are analyzed 

to determine what porosity filter would provide the best wind-noise suppression when 

measured at the center the dome. The study shows that 55% (0.02 to 5 Hz) and 80% (6 to 20 

Hz) porosities prove to be the better of the five porosities tested. 
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